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� Introduction

The intention of Thesis � is to investigate and derive a speci�cation for the work to be carried
out in Thesis �� At the initial stages of Thesis �� a topic was worked out and it is the
literature and research in the area of this topic that will be examined� Using the knowledge
gained in this process� a system speci�cation and a path towards resolving the particular
problem associated with the topic can occur�

This report is structured to �rst go over the goals and objectives planned for Thesis �� Next
the literature and research that was carried out to examine issues surrounding the topic of
investigation is presented� Following this� a work breakdown section outlines the work to be
carried out in Thesis �� Project management issues based on this work breakdown� such as
time scheduling� task dependencies� contingency plans and milestones are devised and shown�
Finally� a speci�cation of the intended deliverables from Thesis � is given�

This document was written with the LaTEX package �Lamport� ���
� Maltby� ������ A de
scription of the Thesis topics can be found in �School of EE UTS� ������

� The project and it�s goals

��� Discussion

The speci�c project being carried out is �Congestion control in wide area TCP�IP using
BONeS�� This involves constructing and simulating wide area networks in di�erent scenarios
to investigate congestion�

The modelling and simulation is to be carried out using the �BONeS Designer� package
�Comdisco Systems Inc�� ����� in which components are constructed as modular �blocks�
and interconnected in a hierarchical fashion� In this approach� complex blocks can be con
structed which present themselves as single black boxes with speci�ed inputs and outputs�
but internally consist of other interconnected blocks� At the bottom of each hierarchy are
primitive blocks either supplied by the BONeS package �such as counters� queues� etc � a
strong analogy can be drawn with logic circuits in digital systems��

Using BONeS� all the required modules will be constructed for use in �building� diverse wide
area networks for simulations� Completing the the construction of these BONeS components
signi�es an important milestone in Thesis �� and it is after this point that the components can
be strung together in di�erent scenarios to examine congestion issues� It has been taken as
an important aspect that the components be designed in such a way that they can be easily
and e�ortlessly used in this manner�

Current simulations and simulators used to examine congestion control are either limited and
do not model signi�cant aspects of network activity� or lack scalability�

The simulations will attempt to look at several areas of congestion in wide area TCP conver
sations� over �stateless� networks utilising a datagram oriented network layer protocol such as
IP� The scenarios used for simulation will be wide area topologies that have been recognised
as being representative cases of speci�c behaviour that has not yet been explored in this �eld�
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The �exibility and completeness of the BONeS package and components will allow for insights
not previously examined�

At the same time� while there have been many strategies devised to deal with congestion
in these types of networks �including strategies for end systems and intermediate systems��
there has been no �back to back� comparison of proposed strategies in the complex scenarios
envisaged above� This Thesis gives an excellent opportunity to not only examine the operation
of these schemes in equal scenarios� but in scenarios that are complex and represent real
network activity�

I�m personally interested in pursuing the relationship between dense multipath networks
with dynamic routing and load balancing� In this situation� transport connections are often
rerouted through other nodes based on congestion at other nodes� This breaks the funda
mental assumption that most congestion control methods are based on which is that the
same RTT and hence the same path is used for the entire connection� The relationship be
tween multipath connections has not been examined yet� I hope to make some preliminary
investigations into this area � that is the �new� thing that will be investigated in this thesis�

��� Overall goals and objectives

The following �top level� goals and objectives have been realised� The speci�c information
they lack� such as for example the types of simulations to be performed� is �lled in by the
later breakdown of work�

� BONeS will be used to construct components that can be used to model and simulate
TCP�IP based wide area networks�

	 The components will be modular and easily interconnectable so they can be used
to construct various topologies and con�gurations�

	 The components will be constructed to be presentation quality�

	 It will be possible to generate and simulate using tra�c that is representative of
real wide area networks�

	 There will be support for various strategies that aim to deal with congestion �
whether these strategies exist in end or intermediate systems�

	 It will be possible to record quantitative characteristics of each component� For
example� an intermediate system with several incoming and outgoing links will
allow examination of queue sizes� packets dropped� packets transmitted and so on
for each output link�

	 All important aspects of an element will be modelled� but those that are not
important will not be modelled� For example� it is not important to model the
urgent data or large window details of TCP�

� The components constructed in BONeS will be used to model and simulate congestion
in di�erent wide area scenarios with a focus of examining de�ciencies in current control
strategies�

	 Models will be constructed to be intuitively understandable and presentable�
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	 A simple case will be used to verify the correctness of the model against results
known from published literature�

	 Simple scenarios will be used to provide a basic uni�ed �back to back� comparison
of di�erent strategies�

	 Complex scenarios will be modelled and simulated to examine topologies and con
�gurations previously unexplored� These models will represent actual real world
networks or possible future situations�

	 Tra�c pro�les and background tra�c will be derived from actual wide area char
acteristics�

	 Results from simulations will include important quantitative and qualitative details
such as connection throughputs� delays� packet loss ratios along with issues specif
ically related to congestion such as intermediate system queue sizes� allocation of
resources and so on�

	 The results gained will be used in making an assessment of the simulations�

� Research and Investigation

In order to understand the issues relating to the project� and hence be able to formulate a
speci�cation of the work to be performed� research was carried out� This included searching
through physical and electronic ��online�� resources�

��� Initial considerations

Before performing the investigation� I identi�ed the areas I would need to examine� These
areas are directly related to the goals and objectives stated above� Note that there was
some iteration involved here� because as things progressed� I found myself reestablishing and
altering some of the speci�c aspects of the projects goals and objectives�

The areas to be investigated were�

The TCP
IP protocol suite � This is the particular protocol suite being implemented and
simulated even though much of the work is equally applicable to transport protocols in
general� What is needed here is to examine the speci�cations of the protocol suite and
issues surrounding it�s implementation�

Congestion control issues in TCP
IP � Separate from the speci�cation of the TCP�IP
protocols are issues dealing with congestion control� It is required to examine the speci�c
details of strategies used for congestion avoidance and control along with other work
achieved� de�ciencies and assumptions current work is based on and so on� The work
in this area is the most critical� The implementation details will be used in the initial
construction of the models� and the scenarios and results produced in the simulations
will be driven by previous work and central issues�

TCP
IP in wide area environments � There are going to be characteristics of TCP�IP
in wide area environments that need to be taken into account for the simulations� This
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includes models and observations of wide area TCP tra�c characteristics and ways in
which wide area networks are connected and utilised�

Flow control and congestion issues � Because congestion has been an issue for packet
switched networks and other transport protocols� there is a need to examine �ow control
and congestion in a more generic sense� In doing this� a better understanding of needs
and requirements for modelling and interpretation of results can be obtained�

Modelling with BONeS � As the software being used to carry out the modelling and
simulations is BONeS� it�s features� abilities and de�ciencies need to be recognised� This
work is going to be fundamentally important in constructing the initial components
for modelling and issues relating to interconnection and simulation along with post
processing for report generation�

Models and simulations � The statistical veri�cation and assurance of simulation results is
important� It would be of no use to carry out simulations without attempting to ensure
the results are valid� The issues involved here are going to be those associated with
montecarlo simulations� This is largely a minor issue� as previous experience through
course subjects dealing with modelling and statistics has already provided most of the
knowledge here� However� it would be appropriate to examine literature that deals
speci�cally with the case of network models and simulations�

��� Reviewed work

The approach I�ve taken here is to list all the literature surveyed along with a short description
of what the item is about� and the details from it that are relevant to the work here� There
are a few papers that could not be obtained� because they weren�t available locally �UTS�
Sydney Uni or UNSW�� At the moment� I don�t think they are of signi�cant importance as
the current set of research has uncovered what seems to be comprehensive information�

The order of presentation of this literature is insigni�cant�

����� The TCP
IP protocol suite

Postel ����b� � This document �RFC���� de�nes the Internet Protocol �IP�� and is the
reference standard� It gives a contextual overview of the protocol and it�s relation to
other protocols before specifying datagram formats and operational requirements�

Postel ����c� � The Transmission Control Protocol �TCP� is speci�ed here in RFC����
It contains an overview and philosophical design details before giving a functional spec
i�cation of the protocol� including data formats and operational issues� In addition�
Jacobson and Braden ������ covers� inter alia� the extension that provides Selective
Acknowledgements to the protocol� This �SACK� option is an important component of

�Only recently� a new Internet Protocol was speci�ed for mid term implementation and deployment� at this

point in time the di�erences between the two don�t warrant concern from our viewpoint� There is one feature

of the new IP that could be relevant� this will be described later�
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several congestion control strategies� Additionally� Clark �����b�� Clark �����a�� Pos
tel ������ and Sidhu and Blumer ������ clarify certain implementation de�ciencies and
ambiguities�

Postel ����a� � Here �RFC���� the Internet Control Message Protocol �ICMP� is speci
�ed� This protocol acts to report errors and transmit control information at the network
layer �IP�� One such error message� the �Source Quench�� is reported back to a trans
mitter when one of it�s packets is dropped by a gateway� Some TCP implementations
use this in their congestion control strategy�

Braden ���� � This RFC���� is an o�cial speci�cation in that it �amends� corrects�
and supplements the primary protocol standards documents relating to hosts�� In
doing so� it speci�es a congestion control scheme for TCP that was lacking in the
initial speci�cation and sets out which features are required or optional for a TCP
implementation� Any TCP�IP implementation needs to conform to this speci�cation�

Comer ���� � This is a practical insight into the TCP�IP protocol suite� He describes�
by way of the implementation he has written for the Xinu package� the structure of
TCP�IP and all features of implementation including ARP� IP� TCP� UDP� ICMP and
even RIP and SNMP� It is educational both in describing the working of the protocols
themselves and in observing how they coalesce together in an actual implementation�

Stallings ���� � An overview of the whole computer communications arena� It covers
many of the generic issues and terminology along with an introduction to Queueing
Analysis� Another general networking book is Spragins� Hammond and Pawlikowski
������� which was used in a previous subject� Data Communications�

Stallings ���� � A more formalised description of standards� including the TCP�IP pro
tocol suite� It�s essentially a reference publication that provides a summary and imple
mentation details on major standards in �half way� language�

����� Congestion avoidance and control in TCP
IP

Nagle ����� � Nagle describes the phenomenon known as �congestion collapse� and outlines
two problems with TCP implementations� The �rst of these is due to too many small
packets �this was before the �sillywindow� technique was developed� and the second
is partially a result of the �rst � excessive congestion� He proposes that transmitters
should reduce their transmit window size when a �Source Quench� is received� and then
return to normal after a certain number of ACKs have been received� Unfortunately�
this is not a good solution and follow up papers have pointed this out�

Jacobson ����� � Essentially a seminal work on congestion avoidance and control in TCP�
He actually observes Nagle�s conjectured �congestion collapse� in operation and provides
several new algorithms for TCP to counteract the problem� His �rst is the �slowstart�
algorithm that ensures transmit window sizes increase linearly from one after a timeout
or at startup� Eventually at some speci�c window size a packet is lost due to congestion�
this is implicitly detected by a timeout or reception of duplicate ACKs� The window
then reduces multiplicatively and reenters the slowstart phase� Other algorithms focus
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on better RTT estimates and fast retransmits� His basic philosophy is �a conservation
of packets�� in that new packets should not enter the network at a rate faster than they
are removed�

end�end�interest ������ � There is a considerable discussion spanning several years on
the topic of congestion avoidance and control in the �end�end mailing list�� whose charter
is to discuss issues relating to end to end protocols� Within these are modi�cations and
changes to Jacobson�s original congestion control algorithms�

Mankin and Ramakrishnan ���� � The purpose of this paper is to �present our review
of the congestion control approaches� as a way of encouraging new discussion and experi
mentation�� It describes the terminology in use and performance goals quite extensively�
Gateway congestion control measures are examined� which include �Source Quench��
packet drop policies� congestion indication bits� and Fair Queueing� In discussing end
system congestion control policies� some attention is given to existing problems� but
only Jacobson�s work and Jain�s �Congestion Indication� approach are tackled�

Wang and Crowcroft ���� � An analysis and simulation of Jacobson�s slowstart and
congestion avoidance algorithms is shown where oscillatory patterns are visible� The
DUAL algorithm is presented that provides for rapid adjustment when tra�c changes
occur and minimal oscillation once convergence has been reached� The three simulations
performed are limited to a� one user over the path� b� two users over the path and b�
twoway tra�c�

Zheng Wang ���� � The authors separate the �ow control window from the congestion con
trol window �as the former is a relationship between the two end systems and the latter
is a relationship between the end system and the network�� The show a phenomenon
known as �pipe breakdown� that occurs with a single window� and use this as a a means
of comparison with their dual window solution� They note that there needs to be a way
of comparing the two schemes in a controlled environment�

Wang and Crowcroft ���� � After giving an analysis of endpoint control schemes the
�TriS� scheme is introduced� The implicit detection of a lost packet is used to locate
the �operating point� of the network �as with Jacobson�s approach�� the scheme then
monitors the throughput gradient of the network in order to predict incipient congestion�
They use ��ve carefully selected simple scenarios� ��� one user using one path� ��� two
users sharing one path� ��� two users sharing one path partially� ��� one user joining in
a steady �ow� ��� one user leaving a steady �ow�� in their simulations�

Floyd ���� � Floyd examines the use of Congestion Indicated� or �Explicit Congestion
Noti�cation �ECN��� mechanisms in TCP�IP� The issues surrounding the implementa
tion of this scheme� including addition of �bits� into the IP header plus gateway response
messages� is discussed� Simulated scenarios focus on the use of di�erent gateway poli
cies in parallel having bulkdata connections into a single congested gateway� As of
writing this� Floyd has released a revised edition of the paper � I haven�t had a chance
to examine the di�erences yet�

�Unfortunately IPv� was speci�ed without a CI bit�






Brakmo� O�Malley and Peterson ���� � �Vegas� is the most recent congestion control
measure proposed� Three new techniques are employed� the �rst uses a more accurate
RTT estimate involving local time stamps� Returned ACKs can be matched with time
stamps to preempt retransmissions� Like TriS it also uses throughput gradients to
detect incipient congestion using �xed thresholds to determine when to reduce the
transmit window size� Their third change is to modify slowstart to occur only every
other RTT� so as to get a better estimate of expected and actual throughput rates� Their
simulations involve two simultaneous connections with and without background tra�c
�including twoway tra�c�� di�erent TCP sendbu�er sizes and multiple competing
connections� Their realworld results also look impressive� They believe more work
needs to be done on examining fairness�

Floyd and Jacobson ���� � In stating that �Only the gateway has a uni�ed view of the
queueing behaviour over time ���� amongst several other statements� the authors believe
that Random Early Detection �RED� gateways can detect incipient congestion by mon
itoring average queue sizes� When congestion occurs� packets are dropped or marked �a
Congestion Indicated bit is assumed� with a certain probability that is dependent on
the average queue size� They present previous work on congestion avoidance gateway
strategies and then give algorithmic details for the operation of RED gateways� Simu
lations are performed with multiple sources feeding a single sink through a congested
gateway with each source having a di�erent delaybandwidth product� Parameter sen
sitivity is also analysed and other simulations include looking at bursty tra�c� Note
that this paper works together with Floyd�s ������ ECN proposal�

Floyd ���a� � This paper examines biases that exist with current congestion control
schemes� This includes biases against connections with multiple congested gateways�
against connections with longer round trip times and certain gateways against bursty
tra�c� Simulations involve a connection with bulk and bursty tra�c across several
gateways that have individual �cross� tra�c� There is quite a mathematical treatment
with a focus on fairness issues� It is suggested that further work is needed on solving
the problem of why connections through multiply congested gateways should receive
unacceptably low throughput�

Floyd ���b� � In this� the second part of Floyd �����a�� the simulations are enhanced
with twoway tra�c to generate the �compressed ACK� phenomenon� The bias that
against bursty tra�c by �drop tail� gateways is exacerbated by the addition of two
way tra�c� This isn�t a result of the two way tra�c speci�cally� but a side e�ect of
compressed ACKs�

Wang ���� � Wang�s thesis is a fairly hefty treatment of routing and congestion control�
He proposes� inter alia� a new mechanism for �tra�c adjustment� to be used with con
gestion control schemes� The scheme is� in fact� that presented in �Wang and Crowcroft�
����� as TriS and �Wang and Crowcroft� ����� as DUAL� The simulations scenarios
are still relatively simple and with limited topologies�

Floyd and Jacobson ���� � This is an interesting paper describing the e�ects of the
bursty tra�c generated by window based �ow control schemes� The problem in this
case is that the periodic tra�c �lls gateway queues and starves other connections at
tempting to transmit at the same time �if their �burst� only just follows that of the
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other�� It is possible that some tra�c may receive a substantially disproportionate
share of bandwidth� The authors then examine the role of gateway congestion control
policies in this activity and how speci�c action can eliminate these phase e�ects� The
simulations used are again relatively simple topologies�

Mogul ���� � Mogul sets up real world surveillance to examine the �compressed ACK�
phenomenon in operation� The result is that he �nds that it does occur and is detectable�
While most of the report is taken up with practical issues of the project� there are some
important points in the description of how ACK compression is detected� An interesting
conjecture that ACK compression may be correlated with segment losses and an analysis
suggests that it may be so� but the evidence is not conclusive� Time stamps on returned
ACKs are suggested as a countermeasure�

Huynh� Chang and Chou ���� � The authors present a rate based congestion mecha
nism that they claim functions better than the existing window based schemes in TCP�
Their simulations with one and two way tra�c seem to support the assertion that
the technique exhibits better stability and fairness� Their algorithm looks sensitive to
�uctuating network rates�

����� Wide area TCP
IP

Paxson ���� � Wide area TCP conversations are measured and examined over two one
month periods� Tra�c is examined in terms of it�s geographical distribution� and more
importantly� in terms of it�s quantitative nature� The behaviour of several of the more
popular application protocols �telnet� FTP� SMTP� X��� etc� is modelled by �tting the
data to distributions� However� the qualitative measure used to assess the con�dence
of the modelled data in most cases reveals that their models is not good�

Paxson ���� � Following on from Paxson ������� the authors have made a � year analysis
of wide area TCP conversations� While no attempt is made to try and model the
tra�c�s behaviour� the paper provides a good analysis of real world conversations and
issues involved�

C�aceres� Danzig� Jamin and Mitzel ���� � Wide area TCP conversations are anal
ysed and from the models of tra�c are developed� Their results ���� outline the necessary
steps to describe and simulate a new conversation between two networks�� Importantly
they �nd that between ��� to ��� of packets are attributable to interactive conversa
tions which is interesting considering that most current simulations focus on bulk data
conversations� The paper gives an excellent treatment of conversation characteristics
and a number of suggestions for those carrying out simulations�

����� Generic �ow control and congestion issues

Jain and Ramakrishnan ����� � This is an excellent overview paper on the �eld of con
gestion control� It compares �ow control to congestion control� the design requirements
for congestion avoidance and control� existing schemes� performance metrics� goals and
miscellaneous related topics�
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Tipper� Hammond� Sharma� Khetan� Blakrishnan and Menon ���� � The focus
of this paper is on a virtual circuit based network� but the authors investigate the e�ects
of link failure and the subsequent e�ects of rerouted tra�c� Treatment is mathematical
to a large extent� An important observation is that there are signi�cant localised con
gestion e�ects as tra�c is rerouted� The network however uses call admission in which
it determines an optimum path for the virtual circuit to take� This isn�t applicable to
stateless networks�

Comer and Yavatkar ���� � The authors work from the premise that existing schemes
rely on connectionoriented transport protocols to restrict tra�c �ows� when in fact
connectionless tra�c such as UDP may form a signi�cant component of network tra�c�
Also� they note that newer transport protocols use rate based schemes and that feedback
schemes exhibit control delay� Their rate control technique works within the network�
and depends on nodes obtaining status information about all other links� A limiting
factor is the fact that �for each destination� a node on the periphery computes the
shortest path and the total capacity available on the path�� These nodes also return
rate reduction messages to the sources� Initial simulation results look promising�

Robinson� Friedman and Steenstrup ���� � The BBN packet switch congestion con
trol algorithm� in contrast to many other schemes� involves the integral use of inter
mediate gateways to compute �ow information and related information then �ood this
through the network�

Zhang� Shenker and Clark ���� � In setting up an environment and simulationing two
way tra�c� the authors show the existence of ACK compression and other dynamics
that were either not present or minimal in the one way tra�c case� Additionally there
is a synchronisation phenomena occurring as well� this is actually fully explored in a
later paper by Floyd on phase e�ects �Floyd and Jacobson� ������

Liebeherr and Akyildiz ���� � Four di�erent con�gurations are studied� these are i� no
capacity constraints� ii� gateways with capacity constraints� iii� channels with capacity
constraints� iv� channels and gateways with capacity constraints� The networks are
represented using queueing models� The results display relationships between congestion
and varying speed network components�

Ulusoy and Baray ����� � This paper examines �a window based congestion control
mechanism ��� in an interconnected network�� Their simulation identi�es the rela
tionship between delay and throughput for �xed and dynamic window based control�
The conclusion clearly points out qualitative bene�ts of the dynamic control�

Nagle ����� � Nagle shows how in�nite queue�bu�er sizes will not prevent congestion
occur� and in fact exacerbate it� The basic problem is that with in�nite queues� trans
mitters will �timeout� and assume the packet has been lost� hence retransmitting it and
injecting packets into the network faster than they are removed� In addition� packets
have a �time to live �eld� which means as they exit large queues� they will almost in
stantaneously be discarded as this �eld has counted down to zero while waiting in the
queue� Half of the paper is devoted to issues relating to fairness�

Chiu and Jain ���� � Most of this paper is given to a mathematical treatment of the
AIMD scheme and it�s application to congestion control� In this treatment it looks at
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network performance as a function of load� using both response time and throughput�
The degradation in response time occurs as network queues build up�

Jain ���� � This is a general paper providing an overview of the issues in congestion
control� Jain �rst examines the popular myths that exist about congestion control�
especially those that assume the problems will be solved by faster links� processors or
bu�er space� The currently known schemes are classi�ed according to whether they
involve resource creation or demand reduction� and then the goals of congestion control
policies are articulated� Finally� three schemes are speci�cally described� Jain notes
some areas for further research� one of which deals with path splitting�

Jain ����� � The scheme described in this paper is the well referenced �CUTE� scheme� It
is fairly simplistic in that the window size is increased �parabolically� until a timeout
occurs� indicating a packet lost to congestion� at which time the window size is reset
to an initial value of one� It�s clear that this scheme has oscillatory problems� His
simulation involves a simple point to point link occupied by three connections�

Agrawala and Sanghi ���� � This paper focusses on examining congestion control in
the face of cross tra�c� where most prior studies have assumed this not to be present�
The treatment is analytical and the simulation relatively simplistic�

����� Modelling with BONeS

Comdisco Systems Inc� ���� � The BONeS user manual contains tutorials and refer
ence information� Chapters � and � have been examined� but only limited examination
of the rest of the manual has so far occurred � this will be recti�ed soon though�

Munro�Smith and Farhangian ���� � An overview of the construction and simulation
of a wireless LAN system� The key important feature of this report is that it�s able to
give some insights into what BONeS is capable of� along with showing the possibilities
with post processed outputs of simulations�

Thompson� Moorhead and Smith ���� � This paper describes the considerations and
then the models that were constructed to simulation a combination of FDDI and
CSMA�CD networks� Detailed diagrams are given of models� including tra�c sources�
and generated statistics� There is an important discussion about using BONeS to con
struct models and run simulations� including a paragraph from the conclusion�

The analysis of the ASRM network was simpli�ed by using the commercial
software BONeS� The software allows the user to graphically build a network�
The ASRM simulation was built using several components from the BONeS
library� BONeS also allows the user to build his �sic� own modules� A very
detailed simulation can be accomplished with BONeS� However� this also
means that building a simulation can be a complex task and the actual time
to do the simulations can be very long�

Shanmugan� LaRue� Klomp� McKinley� Minden and Frost ����� � This paper is a
guide to BONeS� its �network modelling philosophy� and many other issues� It serves
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as a good introduction and overview to BONeS in terms of it�s background� philosophy
and capabilities�

Kavi� Frost and Shanmugan ���� � A case study of the construction and simulation of
an LLC protocol using FDDI� Details of how modules were put together and simulated
are given� mainly focussing on a �methodology of implementing LAN protocols so that
they can become part of a protocol library��

����� Models and simulations

Miller� Freund and Johnson ���� � Used as the text for an earlier subject� Engineering
Statistics� this is good for describing sampling distributions and the application of them
in making inferences about samples� It is expected that some simulations will need to
be carried out multiple times and results analysed to ensure con�dence in the mean and
variance of such results�

Hamburg ����� � This is an introductory text to statistics� but it�s major focus is on
quantitative techniques for decision making and analysis� The important information
in here is the validation and analysis of statistical results�

��� Examination of other items

As the BONeS software is the primary element in the operation of this project� it was deemed
essential to gain some initial experience with it� What I�ve done so far is�

� Examined the Library guide to see what components are available and how they operate�

� Examined the �Wide Area� and �Campus Network� examples�

� Gone through the tutorial using the �Stop � Wait Example��

I was planning to construct my own Stop and Wait example from scratch and then run it�
but this will have to be delayed at the present moment because of time constraints�

� Work to be carried out

In this section� a discussion is �rst given to the actual elements that are going to be in the
subsequent work speci�cation� This speci�cation outlines� to as much detail as is currently
available� the tasks that are going to be carried out during the course of Thesis �� It was
developed in a top down fashion� a typical systems engineering approach � cf� �Aslaksen and
Belcher� ������
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��� Issues to look at

From examination of the literature on the topic of congestion avoidance and control� it be
comes clear that a number of �methods� have been devised and proposed� All of these have
been either given a mathematical treatment or examination in a limited simulation scenario�
These scenarios have often not taken into consideration the more realistic and complex e�ects
of �real� wide area networks� In fact� some researchers have shown up de�ciencies in this area�

What I propose to do� �rstly� is to provide an examination of the current congestion control
methods that have been proposed in an equivalent environment� The purpose of this is to
provide a comparison in terms of the recognised �important� issues such as fairness� optimality�
stability and so on� This will serve as a �survey� of current methods�

The other problem with current schemes is that they use a Round Trip Time �RTT� from
the conversation under management as an important input to their adjustment algorithms�
From the research I have performed� there has been limited �vritually none� only hints of
it in suggested future work� examination of the e�ects of multiple paths� It is well known
that in complex interconnected wide area networks� such as the higher level networks in the
US section of the Internet� that packets from a single conversation may take di�erent paths
through the network� experiencing di�erent levels of congestion and delays�

It appears to me that in this case� where intranetwork switching occurs and when end sys
tems are not informed� that the e�ects of congestion can be exacerbated� I am planning
to construct a model and simulation to examine exactly what happens in this situation� to
determine whether or not the e�ects of �multiple paths� are signi�cant and to see whether or
not congestion based path switching could increase the temporal level of congestion within
the network� In addition� mobileIP proponents suggest that intranetwork �redirect� messages
should be propagated to end systems so that they can �reseed� their RTT estimates� so it
would be good to look at the problems surrounding this�

Note that the �multiple paths� I am referring to are where packets from the one conversation
take di�erent paths during the conversation� not where the �entire� path itself is shunted or
altered � as this latter change can be modelled simply as the entry and exit of conversations�

To construct these models and simulations� I will use the BONeS package which allows com
ponents and models to be constructed and simulated easily and seamlessly�

Therefore� the important aspects of this thesis are the use of BONeS in constructing and
simulating the scenarios and the models� The simulations carried out will in the �rst degree
provide a benchmark comparison between existing schemes in a realistic manner that has not
been investigated � ie� with �real� background tra�c� Secondly� they will hopefully provide
some insights into an area that has not yet been given attention�

I hope that it will be possible to use the work in this thesis as a basis for constructing a
publication quality article� I�m certain that this work will be of use to others in this �eld�

��� Elements in the work breakdown

The work required for Thesis � can be partitioned into three top level tasks� These are�
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� Constructing the BONeS components and data structures�

� Putting the components together to create and run simulations�

� Interpreting and presenting the results of the simulations�

In my case� I intend to incorporate the latter task into the two former� For the former two�
I�ve determined an initial speci�cation for the work that needs to be done in a qualitative
manner� This is articulated in the following two subsections�

����� Constructing BONeS components

I�ve identi�ed that the following top level components need to be constructed� I�d like to go
further down the hierarchy in specifying these components� but haven�t had the time to do
so� What I have done is outline the top level� and then a sketch of the next level down�

These components have been speci�ed because I thought it was important to make them as
orthogonal as possible� That means having the three fundamental network components� End
Systems� Intermediate Systems and Links� These are supported by a LAN unit responsible
for modelling the aggregation of tra�c at a local area level� To support the requirements for
examining tra�c� there are two other additions� The �rst is a tra�c event generator that
is responsible for instructing a TCP entity to start� stop and maintain �ie� supply data to�
conversations� The second is a tra�c generator that transmits IP datagrams according to
�real� measured wide area tra�c characteristics �to provide background noise��

The operation of the TCP stack is derived from the TCP speci�cations and encapsulates the
important functional requirements relevant to the modelling that I will perform�

End System �ES�

Description�

The ES will model a full duplex TCP�IP stack with the functionality required to carry
out TCP conversations� It will not contain all elements of the TCP protocol� only those
required to carry out the core functionality of TCP and support congestion control
mechanisms� The control for the ES will come from the ESEVENT component which
supplies commands and tra�c� In operation� the TCP component will package and
transmit TCPPACKETs to a speci�c destination� The IP component is responsible for
verifying and deconstructing received packets and constructing packets for transmission�
The ES will also �record� important information such as throughput and so on�

Derivatives�

BSD��ES � BSD��� �Jacobson� ����� congestion control�
VEGASES � Brakmo et al��s ���� congestion control�
DUALES � Wang and Crowcroft�s ������ dual window congestion control�
RBAES � Rate Based Acknowledgement congestion control�
TRISES � Wang and Crowcroft�s ������ TriS congestion control�
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Operation�

IP accepts IPPACKET at input�
IP veri�es IPPACKET and strips o� DATA portion�
IP passes DATA and EXTRA to TCP�
TCP performs TCP processing�
IP accepts TCPPACKET and ADDRESS from TCP�
IP constructs IPPACKET�
IP sends IPPACKET to output�

Parameters�

ADDRESS � A unique address for this TCP endpoint�

Inputs �number��

IPPACKET ��� � Input packets�

Outputs �number��

IPPACKET ��� � Output packets�
TCPCOMMAND ��� � Tra�c characteristics and control�

Data structures�

EXTRA � Contains information from the IPPACKET such as RTT� CEBIT and so
on�

Internal construction�

Figure � shows an expected realisation of the ES at the top level�
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Figure �� Top level representation of the ES component

Link �LINK�

Description�

The LINK models a full duplex data communications link� At each input it takes IP
PACKETs and queues them for a time corresponding to the bandwidth and delay of
the link� Upon leaving the queue they emerge at the output� In addition� there is a
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control output that informs the connected component that the LINK is either able to
accept another IPPACKET� or is �DOWN�� To simulate the actions of a link going �UP�
and �DOWN�� events are read from an even �le� Note that there is a �clear to send�
indication to assert input �ow control�

Derivatives�

none�

Operation�

Accept IPPACKET at input�
Output IPPACKET after time IP�PACKET�LENGTH

BANDWIDTH
�DELAY �

Output LINKCTS after time IP�PACKET�LENGTH
BANDWIDTH

�

Read EVENT from EVENTFILE�
At time EVENTENTRY�START� set LINKSTATE to EVENTENTRY�STATE�
Output LINKSTATE on LINKSTATUS�

Parameters�

BANDWIDTH � Bandwidth in bits per second of the LINK�
DELAY � Propagation delay of the LINK�
EVENTFILE � Filename to read EVENTENTRY information from�

Inputs �number��

IPPACKET ��� � Input packets� rate controlled by LINKCTS�

Outputs �number��

IPPACKET ��� � Output packets to LAN or IS�
LINKSTATUS ��� � Notify of LINK status�

Data structures�

LINKSTATUS  Set of LINKDOWN� LINKUP� LINKCTS�
EVENTENTRY  START time� STATE of link�

Internal construction�

Figure � shows an expected realisation of the LINK at the top level�
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Figure �� Top level representation of the LINK component
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Intermediate Systems �IS�

Description�

The IS is the primary switching element in the network� It�s inputs and outputs are
IPPACKETs to and from LINKs� For each received IPPACKET� it will route it to an
appropriate output interface based on an internal routing table ��xed at setup�� This
routing table will be subject to local conditions� such as congestion� The congestion
policy for the IS resides in the INTERFACE component� it will be based upon an
indicator in the TCPPACKET that speci�es what policy is in e�ect�

Derivatives�

ISDROPTAIL � Model the �random drop� style of packet discard�
ISRANDOMDROP � Model the �random tail� style of packet discard�
ISRED � Model Floyd and Jacobson�s ������ RED gateway�

Operation�

Accept IPPACKET from LINK�
Place in output INTERFACE according to next hop from routing table�
Discard IPPACKET if output bu�er is full�
Carry out congestion control in INTERFACE�
Update routing table based on �DOWN� LINKs or congested INTERFACEs�

Parameters�

QUEUESIZE � Each INTERFACE can have a speci�ed QUEUESIZE�
OVERHEAD � Each packet route can be given a �xed time overhead�

Inputs �number��

IPPACKET ������� � From LINKs�

Outputs �number��

IPPACKET ������� � To LINKs�

Data structures�

none�

Internal construction�

Figure � shows an expected realisation of the IS at the top level�

ES Event Generator �ESEVENT�

Description�

In order to provide control over the operation of the ES� the ESEVENT provides com
mands and tra�c pro�les� These commands include starting and concluding conversa
tions� which maybe either time or volume scheduled� The ESEVENT will also generate
data commands for the transport of data by the TCP in the ES� EVENTs are read
from an EVENTFILE which speci�es the time for the EVENT to occur� and what is
to occur�
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Derivatives�

none�

Operation�

Read EVENT from EVENT�FILE�
At EVENT�TIME� send EVENT�COMMAND�
If EVENT�COMMAND is DATA� then until EVENT�END or EVENT�VOLUME� send
data commands using tra�c EVENT�TRAFFICMODEL�

Parameters�

EVENTFILE � where to read EVENTs from�

Inputs �number��

none�

Outputs �number��

TCPCOMMAND � Control to an ES�

Data structures�

EVENT � TIME of event� END time of event� VOLUME to transfer� TRAFFICMODEL
to use and COMMAND to send�

Internal construction�

Figure � shows an expected realisation of the ESEVENT at the top level�

LAN multiplex
demultiplexer �LAN�UNIT�

Description�

The LAN unit is responsible for multiplexing and demultiplexing IPPACKETs from ES
to a single IS via a LINK� This LINK can be used to model a high speed LAN environ
ment with unconstrained bandwidth� For simplicity of the model� it�s demultiplexing
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will will involve broadcasting the IPPACKET to all connected ES� The ES will �lter
input IPPACKETs to discard those not addressed to it�

Derivatives�

none�

Operation�

Accept IPPACKET from ES�
Transmit IPPACKET on LINK�
Accept IPPACKET from LINK�
Transmit IPPACKET to all connected ES�

Parameters�

none�

Inputs �number��

IPPACKET ������� � Provides input from ESs�
IPPACKET ��� � Packets supplied via LINK from IS�

Outputs �number��

IPPACKET ������� � Supplies packets to ESs�
IPPACKET ��� � Supplies packets to LINK �thence to IS��

Data structures�

none�

Internal construction�

Figure � shows an expected realisation of the LANUNIT at the top level�

Background tra�c Generator �TRAFFIC�

Description�

In order to provide realistic tra�c on the simulated network� TRAFFIC will generate
IPPACKETs with distribution based on that obtained from wide area tra�c pro�les�
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Figure �� Top level representation of the LANUNIT component

These will be either transmitted to another TRAFFIC� or to an ES where they will be
discarded� Control will come from a �le specifying a time� duration and type of tra�c
to be generated with a corresponding destination address�

Derivatives�

none�

Operation�

Read EVENT from EVENTFILE�
Construct IPPACKETs at rate and size speci�ed by EVENT�PROFILE to destination
EVENT�ADDRESS�
Sink any input IPPACKETs�

Parameters�

ADDRESS � A unique address for this unit�
EVENTFILE � File to read event information from�

Inputs �number��

IPPACKET ��� � Packets from LANUNIT�

Outputs �number��

IPPACKET ��� � Packets to LANUNIT�

Data structures�

EVENTENTRY � START of event� LENGTH of event and PROFILE of tra�c�

Internal construction�

Figure 
 shows an expected realisation of the TRAFFIC at the top level�

Notes on the design

It should be noted that as of this time� routing tables will be static� This means they will need
to be �programmed� for each model and simulation� This isn�t a bad thing since the the time
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to do this this will outweigh the time that would have been spent building routing into the
system� However� any local conditions such as a LINK failure will invalidate a speci�c route�
It is planned that routing is global �for modelling and simulation purposes� not intended to
be representative of an actual centralised routing mechanism�� When a LINK fails� then the
connected IS is able to invalidate it�s routes using that LINK� At the same time� it will be
struck out in a global routing table� and hence packets may be switched to a di�erent path
earlier in the chain� This does represent actual network operation� in which failed LINKs are
re�ected in routing updates which progressively invalidate that path�

An issue to be considered here is the progressive invalidation which may indeed cause transient
congestion as packets are following a nonoptimal path�

����� BONeS data structures

The data structures are the elements that �ow between the created components� These data
structures were derived by �rst considering what was required from the speci�cation of the
protocols �for example� sequence numbers and window information is required� but leaving out
elements that are super�uous �such as options for �large� windows and some TCP �ags� etc��
These were then supplemented by items speci�cally needed for the modelling and simulation�
such as adding time stamps to record when the packet was generated and transmitted� and
carrying a congestion experienced bit that is used by some congestion control schemes� but
can is redundant when used with those that don�t support it�

System wide� there is only one �type� of packet � this is an IPPACKET� but internally it
carries a either a TCPPACKET or a ROUTEPACKET� The latter has not been de�ned
yet� It may seem as though separate packets aren�t required� but I have done so in order to
logically separate the di�erent items� Note that as stated above� the dynamic routing will not
be constructed unless construction of the BONeS components �nishes well ahead of schedule�

The overhead of this partitioning is not considerable� it requires minimal extra work and the
advantages in terms of possible expandability are important� When it was later decided to
add a �tra�c� unit� this partitioning looked even more appropriate�

The main �system wide� data structures are�

TCP�PACKET
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The TCP packet does not need addressing information� as this is conveyed by the
IP layer and there is a one to one correspondence with TCP and IP entities in this
modelling environment� What is �rst required are the items speci�cally related to a
TCP conversation �from the TCP speci�cations��

� sequence number � sequence number of this packet

� acknowledgement number � reverse direction acknowledgement piggyback�

� �ags� ack� rst� syn� fin � for opening� maintaining and closing of connection�

� window � current window size�

� data offset � size of data in packet �but note that no data is actually carried��

The parameters required for the simulation� and dealing with timing values and so on
are carried with the IPPACKET� This is done because these values are applicable to
other items �carried within� an IPPACKET� The only additional item carried within
the TCPPACKET is a �eld to indicate what type of end to end congestion control
scheme is in operation�

� congestion�scheme � the congestion control sceheme in use for this packet�

There is no support for extended TCP features such as �big windows� and urgent data
� these are not required for the simulation environment being operated in�

IP�PACKET

The IP packet is a general network layer packet that carries an upper layer protocol
packet �ie TCP� and addressing and related information� The �elds that are required
for the functional requirement of a network layer protocol are�

� source�address � originator of this packet�

� destination�address � recipient of this packet�

� content�identifier � set of what is contained in the packet �ie� TCP� TRAFFIC�
ROUTE or ICMP��

� content�length � length of encapsulated packet�

� content�data � the actual encapsulated packet�

� time�to�live � a hop counter�

Note that there is no need for features such as fragmentation� checksums and extended
options� these are not required in this environment�

In addition to the functional requirements for operation of the protocol� there are items
that are carried and used for simulation purposes�

� time�created � when the packet was created and released into the network�

� congestion�experienced � single bit indicating that the packet received con
gestion in the network�

� priority � indication that this packet should be given priority in the network�
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� extra�timestamp � an extra timestamp able to be used by congestion control
schemes�

Even though only some congestion schemes use congestion experienced bits �analogous
to ATM�s FECN bit�� it has to be included here so that di�erent schemes can inter
operate but not have di�ering packets�

ROUTE�PACKET

This packet isn�t and won�t be de�ned unless there is extra time available�

ICMP�PACKET

The ICMP packet exists only to provide reverse congestion indication to a transmitter�
It also allows for an IS to indicate that a particular path is not reachable� and hence
allow modi�cations to routing tables to be back propagated�

It�s will contain�

� icmp�type � a set either being redirect or source�quench�

� source�address � the source address of the packet that generated this message�

� destination�address � the destination address of the packet that generated this
message�

I have not included those that are internal to a top level module� mostly because they are
still at a stage where they may be revised� This also includes the TCPCOMMAND data
structure which carries information from an ESEVENT component to an ES component�

����� Models and Simulations

At this point in time I have de�ned three main topologies to perform simulations on� but I
propose to expand this to �ve or more simulations by the time Thesis � is complete� Each
topology and simulation has been constructed to examine a speci�c need�

Veri�cation

Topology�

There will be a single ES transmitting across an IS and two LINKs� A representa
tive diagram is shown in Figure ��

ES

LAN
UNIT LINK IS LINK LAN

UNIT

ESESEVENT

Figure �� Veri�cation simulation outline
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Objective�

To ensure that the ES� IS and LINK are operating according to speci�cation� That
is� the LINK correctly models a communications link� the IS is able to accept and
switch packets and the ES is able to maintain a TCP connection across these com
ponents� In addition� it will be possible to correlate these results with simulations
performed by previous researchers�

Simulation parameters�

LINK � The DELAY and BANDWIDTH are arbitrary�

ES � Each of the di�erent ES types will be used�

IS � Each of the di�erent IS types will be used�

ESEVENT � The tra�c supplied will be bulk data�

Simulation description�

The following �variables� will be monitored�

LINK � THROUGHPUT�
IS � QUEUESIZE� PACKETSDROPPED� INPUTRATE� OUTPUTRATE�
ES � THROUGHPUT� RETRANSMISSIONS�

The TCP conversation will start at time zero and continue on for a speci�ed number
of seconds�

Comparison

Topology�

There will be three LANs interconnected via a wide area connection having a single
IS� Each of these LANs will have two ES in them� The setup is shown in Figure ��
The conversations are marked as being A� B or C�

Objective�

Each of the di�erent congestion control schemes is to be tested in a controlled
environment with equivalent parameters� The idea is to provide a �back to back�
comparison of congestion control schemes in terms of quantitative measures such
as �fairness�� �throughput� and �delay��

The topology is designed so that the conversation being examined �A� will expe
rience congestion with another conversation �B�� and in addition will be subject
to a conversation in the opposite direction �C� designed to introduce the e�ects of
�ACKcompression��

There will also be background tra�c introduced across the IS� but the details of
this are yet to be worked out�

Simulation parameters�

LINK � The DELAY of L�� L� and L� will be equal and for a second simulation�
L� will be twice that of L��

ES � A simulation will be run to compare each type of ES with itself and each
other type of ES� This will mean that the ESs associated with A �E�� E�� will be
equal to the �rst type� and B �E�� E�� will be equal to the second type� The C
conversation will remain constant�

IS � The wide area IS used will be a RANDOMDROP�

��
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Figure �� Comparison simulation outline

ESEVENT � The tra�c supplied will be bulk data� and then interactive will be
examined�

Simulation description�

The following will be monitored�

A� B � THROUGHPUT� RTT� EFFICIENCY�
IS � QUEUESIZE for A� B and C�

The conversation C will be started at time zero� then A after C has reached
steady state� When A has reached steady state� then B will be restarted� After B
has reached steady state� it will be removed� The result is an indication of both
transient and steady state e�ects�

Dynamic networks

��



Topology�

The con�gured network has � LANs and � ISs� These are interconnected by LINKs
of di�ering delay bandwidth products� There are two ESs that will carry between
them a single conversation� There are multiple tra�c sources that will be respon
sible for generating wide area tra�c for �queue loading�� See Figure ��

IS

IS

IS

IS

LAN
UNIT

TRAFFIC

LAN
UNIT

TRAFFIC

LINK

LINK

LINK

ES

ESEVENT

LAN
UNIT

TRAFFIC

ES

LAN
UNIT

TRAFFIC

LINK

LINK LINK

LINK LINK

E1

Figure �� Dynamic network simulation outline

Objective�

The purpose is to examine what occurs when packets from a single conversations
are spread across multiple paths with di�ering rates and RTTs� The ES E� will
provide the conversation through the ISs that can take either of two paths� In
addition to this conversation� wide area tra�c will be generated on two of the ISs�
The purpose of this tra�c is to provide an environment where the conversation will
experience di�erent queue lengths and hence cause packets to be shunted between
the two alternate paths�
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Simulation parameters�

LINK � Each LINK will have a di�erent delay bandwidth product� The �outer�
LINKs� those connecting IS to LANs� will have large enough capacity so as not to
exert a considerable e�ect�

ES � The ES E� will begin it�s conversation of bulk data at a short time after the
simulation has begun�

TRAFFIC � Generated tra�c will begin when the simulation starts� It will need
to be �bursty� in nature so as to cause the conversation to be switched between two
di�erent paths at the �rst IS�

Simulation description�

The following will be monitored�

E� � THROUGHPUT� RTT� TRANSMIT�

The E� conversation will start at a short time after the simulation begins� At the
start of the simulation the TRAFFIC generators will begin�

��� Work speci�cation

The following tasks are required� with the estimated time indicated alongside� These times
also include typing up the results for the Thesis � report and are speci�ed in terms of days�

In deriving the times� I�ve used my experience so far with BONeS� the complexity required
inherent in the particular task and the knowledge of my own strengths and weaknesses� Prior
to working this out� I had hoped that it would take me about about a half to two thirds of
the semester to construct the model� it looks as though it will take about that time�

The architecture of BONeS� that is the four main phases of data construction� block construc
tion� simulation construction and �nally post processing� already suggest a way to partition
the work� This means that there is no point considering the aspects of constructing simula
tions and postprocessed results until the data structures and �blocks� are �rst �nished�

The list of tasks along with expected length of time is shown in Figure �	� I have assigned
August � as being the start of the work� but in reality I will most likely begin before that
date � therefore it is a �worst case� start time� The times also re�ect weekends where no work
is done� It will most likely be the case that work will be done on weekends�

The main milestone in the work is the completion of construction of the BONeS components�

��� Required resources

Outside of normal academic requirements� the only resource required for Thesis � is access to
the BONeS software� Electronic access has already been given to the mozart machine� and
physical access has been given by way of Room ���� and CSE suns therein� The manuals for
BONeS have also been made accessible in this room�

�




ID Name Duration Start Finish
1 Thesis 2 13.8w 1 Aug 3 Nov
2 Start Thesis 2 0d 1 Aug 1 Aug
3 Construct BONeS components 8w 1 Aug 23 Sep
4 Enter data structures 1d 1 Aug 1 Aug
5 Construct LINK 2d 2 Aug 3 Aug
6 Construct ES 4w 4 Aug 31 Aug
7 Initial TCP stack 10d 4 Aug 17 Aug
8 Derived TCP stacks 5d 18 Aug 24 Aug
9 Additional elements 5d 25 Aug 31 Aug
10 Construct ES-EVENT 5d 8 Sep 14 Sep
11 Construct IS 5d 1 Sep 7 Sep
12 Construct LAN-UNIT 4d 15 Sep 20 Sep
13 Construct TRAFFIC 3d 21 Sep 23 Sep
14 Complete BONeS components 0d 23 Sep 23 Sep
15 Verification of BONeS components 5d 26 Sep 30 Sep
16 Modelling and Simulation with BONeS 4.8w 3 Oct 3 Nov
17 Comparison scenario 4d 3 Oct 6 Oct
18 Dynamic path scenario 10d 7 Oct 20 Oct
19 Additional scenarios 10d 21 Oct 3 Nov
20 Complete Thesis 2 0d 3 Nov 3 Nov
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Figure �	� Tasks to be completed during Thesis �

� Project Management

In the previous section� a breakdown of the work involved for Thesis � was given� This work
must be performed in a �nite time� therefore it is essential that it be scheduled to �t into
these time constraints� Considering that only one person is working on this project� listing
task dependencies might seem super�uous� In fact this is a good idea since there is the chance
an unforeseen problem may arise while completing a task� Rather than dwell on the problem
��the law of diminishing returns�� it may be better to step onto another task and put the
problematic one to the side until it�s been given clearer thought�

��� Gantt chart

The Gantt chart shows the scheduling relationship between tasks as a function of time� Most
of the activities are carried out in series� although there is some parallelism possible with the
incremental development of the Thesis � report� The Gantt chart is shown in Figure �� and
Figure ��

��� Network diagram

The Network diagram demonstrates the dependencies between each of the tasks� which can�t
be seen on the Gantt chart from the previous section� It�s important to see that many of the
initial tasks in constructing the BONeS model can operate in parallel if they need to� This
was just previously discussed and is expanded on in the contingency plans�

The Network diagram is shown in Figure �� along with the legend in Figure ��� It�s clear
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Figure ��� Gantt chart for Thesis � work � part �

to see that the tasks are mostly sequential� however some of the construction tasks can be
carried out in parallel�

��� Contingency plans

Consideration has been given the problems that may occur during the project� The following
possible problems have been identi�ed�

� It is possible that the estimation of time required to carry out tasks is too generous� My
academic schedule is planned in such a way that I will be undertaking Thesis � during
the Spring semester of ���� in a full time capability with only � other � credit point
subjects�

��
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Figure ��� Gantt chart for Thesis � work � part �

Firstly� I will attempt to complete at least one full component in BONeS before the
commencement of the Spring ���� semester� In doing this� I can get an idea of exactly
how long it will take to complete the remaining components� The allocation of time to
the project will be adjusted accordingly�

� Assumptions have been made about the capability of BONeS� Speci�cally it has been
assumed that BONeS is capable of handling the large numbers of components planned
for simulation runs� Examination of current BONeS models suggests that it can operate
with models in the same order of magnitude being used in this project� The problem
may lie in the amount of time it takes for BONeS to carry out the simulations�

The only defence against this problem will be to run simulations overnight and on
weekends when demands on computing resources are minimal�

��
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� To provide a safeguard against data loss and the inevitable �human error� factor� the
simulation library being used will be backed up according to the following schedule�

Daily� Each day the simulation library is edited� any �les changed will be backed up
by copying them into a separate directory on the system� The previous � weeks
worth or � copies of a �le will be kept� whichever is the maximum � any extra will
be deleted�

This acts as a safeguard against accidental changes or deletions�

Weekly� Each week the simulation library is edited� a copy of the entire library will
backed up by copying it into a separate directory on the system� The backup will
be retained online after which it is archived onto magnetic tape�

This allows full copies of the library to revived in case of structural changes or loss
of data on the system �unlikely��

� If other problems arise and it becomes clear that they are hampering progress of the
project� I will attempt to move onto another task if it can be run in parallel� It was for
this reason that the Network diagram previously shown is important�

� Deliverables

The following items will result from the work carried out in Thesis ��

� A BONeS library consisting of the components constructed above along with simulated
models� These will be able to be called up� run and the results postprocessed for
display�

The component library will be completed midway through the semester� however it is
subject to revision if de�ciencies are found when the models and simulations are run�

The models and simulations will be completed by the end of the semester�

�	



� The Thesis � report� describing the work performed and results obtained� This re
port will be constructed incrementally during the semester as the items of work are
completed� The supervisor will be shown the progress of this report�

� Progress reports� by way of verbal meetings� will be given to the supervisor on a regular
� weekly � basis� The purpose of these is to inform the supervisor that work is indeed
being carried out� and any problems that may occur�

I will keep a log book� detailing dates and work that has been carried out� this is both
for my own use and to show that work has been done� The log book will be a basis for
describing the current state of progress�

� The Thesis � presentation which is given at the end of the semester� The structure of
this will mirror that of the report� however it will focus on the important issues and
details from work carried out� I am planning to use colour overheads or video tape to
show some of the work that was carried out using BONeS�

��� Thesis � report outline

The following is a possible rough outline of the report� It requires more examination before
being �nalised though�

�� Introduction

�� Congestion Avoidance and Control in widearea TCP�IP

�a� Description of the widearea TCP�IP environment

�b� Previous work on Congestion Avoidance and Control

�c� Unresolved issues

�� BONeS as a simulation and modelling environment

�a� Overview of the BONeS philosophy

�b� Planning and constructing the library

�c� Library components

�� Using BONeS to model and simulate Congestion scenarios

�a� Comparison of existing schemes

�b� Examining the e�ects of multiple �split� paths

�c� �others ����

�� Conclusion


� References

��
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